Confined growth with slow surface kinetics: A thin film model approach
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ABSTRACT
Recent experimental and theoretical investigations of crystal growth from solution in the vicinity of an impermeable wall have shown that: (i) growth can be maintained within the contact region when a liquid film is present between the crystal and the substrate; (ii) a cavity can form in the center of the contact region due to insufficient supply of mass through the liquid film. Here, we investigate the influence of surface kinetics on these phenomena using a thin film model. First, we determine the growth rate within the confined region in the absence of a cavity. Growth within the contact induces a drift of the crystal away from the substrate. Our results suggest novel strategies to measure surface kinetic coefficients based on the observation of this drift. For the specific case where growth is controlled by surface kinetics outside the contact, we show that the total displacement of the crystal due to the growth in the contact is finite. As a consequence, the growth shape approaches asymptotically the free growth shape truncated by a plane passing through the center of the crystal.

Second, we investigate the conditions under which a cavity forms. The critical supersaturation above which the cavity forms is found to be larger for slower surface kinetics. In addition, the critical supersaturation decays as a power law of the contact size. The asymptotic value of the critical supersaturation and the exponent of the decay are found to be different for attractive and repulsive disjoining pressures. Finally, our previous representation of the transition within a morphology diagram appears to be uninformative in the limit of slow surface kinetics.

1. Introduction

Crystal growth often occurs in the vicinity of substrates. In solution, growth on a substrate arises for example after sedimentation [1,2] or after heterogeneous nucleation [3–6]. When the substrate is impermeable, growth can still occur at the surface of the crystal facing the substrate if a liquid film is present between the crystal and the substrate. Recent theoretical and experimental studies [7,8] have pointed out that in these conditions, a cavity can form on the confined crystal surface. The cavity forms due to an insufficient supply of growth units in the center of the contact. Indeed mass transport along the liquid film is limited due to the smallness of the film thickness. After its formation, the cavity expands and gives rise to growth rims around the contact region which have been observed since the beginning of the 20th century [9,10], and have also attracted recent interest [11,12].

The aim of this paper is to discuss the influence of surface kinetics on the growth of crystals that are located in the vicinity of a flat substrate. We start in Sections 2 and 3 by extending the thin film model introduced in Ref. [13] to account for slow surface kinetics.

Using this model, we show in Section 4 that surface kinetics influences the rate of growth within the contact region when the contact width is smaller than a critical length scale \( l_c = (Dh/\nu)^{1/2} \), where \( D \) is the diffusion constant of growth units in the liquid film, \( h \) is the thickness of the film, and \( \nu \) is the surface kinetics coefficient. A quantitative prediction for the growth rate is obtained in the case of disjoining pressures which exhibit an attractive tail at long distance. This situation occurs for nanometer-scale film thicknesses, where attractive van der Waals interactions are relevant. A similar trend is observed for repulsive disjoining pressures. We also analyze the asymptotic growth shape when the growth outside the contact is controlled by surface kinetics. Growth within the contact induces a drift of the crystal bulk away from the substrate. The total displacement resulting from this drift is found to be finite. As a consequence, the asymptotic growth shape is the free growth shape truncated by a plane passing through the center of the crystal.

In Section 5, we discuss the conditions under which a cavity forms within the contact in the presence of slow surface kinetics. For large contact sizes, the critical supersaturation above which a cavity forms vanishes in the case of repulsive interactions, while it reaches a constant value for attractive interactions. This statement extends the results of Ref. [8] to the case of slow kinetics. The power-law behavior characterizing the decay of the critical supersaturation toward its asymptotic value depends on surface kinetics and on the type of interaction. Finally, a straightforward generalization of the morphology diagram
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proposed in Ref. [7,8] is found to be uninformative for slow kinetics, despite good data collapse.

2. Surface kinetics

Consider a rigid crystal, where elastic deformations are neglected. The local change of volume of the crystal at the interface is the difference between the normal velocity of the interface \( v_n \) and the projection of the rigid-body crystal velocity \( u \) on the surface normal \( \hat{n} \). Since the crystal is rigid, the crystallization rate \( v \) is simply proportional to this local change of volume at the surface:

\[
v = v_n - \hat{n} \cdot u.
\]

We assume a linear kinetic law, which relates the crystallization rate to the departure from equilibrium. This is measured by the difference between the concentration \( c \) of crystal molecules in the liquid and its equilibrium value \( c_{eq} \):

\[
v = \Omega(c - c_{eq}),
\]

where \( \Omega \) is the molecular volume of the solid crystal, and \( v \) a kinetic constant.

Let us now assume that the crystal is growing in the vicinity of an impermeable and flat substrate. A schematics of the system is presented in Fig. 1. Neglecting hydrodynamic advection, we assume that mass transport of growth units within the liquid film is controlled by diffusion. From Fick’s law, the local diffusion flux in the liquid is \( -D \nabla c \). When the film is thin, diffusion in the z-direction orthogonal to the substrate leads to fast relaxation of the concentration to a value that does not depend on \( z \) [13]. As a consequence, the total mass flux in the directions \( x \), \( y \) parallel to the substrate is simply \( -D \nabla[Vc] \), where \( \nabla \) is the local thickness of the thin liquid film between the crystal and the substrate, and \( V_c = (\delta_x, \delta_y) \) is the gradient operator in the \( x \), \( y \) plane. From mass conservation, the divergence of the diffusion flux must be proportional to the crystallization rate

\[
v = \Omega \nabla_c [D \nabla_c c],
\]

where \( \Omega \) is the molecular volume of the crystal. (This latter equation can be derived formally from the lubrication expansion in the dilute limit, as discussed in Appendix A.) Assuming that the variations of the concentration and thickness parallel to the substrate occur at a length scale \( \ell \), Eq. (3) indicates that the crystallization rate must be of the order of \( \Omega D \nabla c / \ell^2 \). Comparing this expression with that enforced by surface kinetics Eq. (2), we obtain a lengthscale

\[
\ell_0 \approx \frac{D \ell}{\Omega v},
\]

where we assumed that \( \ell \approx h \), the typical width of the film.

The dynamics is in general controlled by the slowest process. As a consequence, we will obtain a surface-kinetics-limited regime at scales \( \ell \ll \ell_0 \) and a diffusion-limited regime at scales \( \ell \gg \ell_0 \).

Unfortunately, precise and reliable experimental measurements of kinetic constants are scarce, and quantitative values of \( v \) reported in the literature can be very different for the same material [14]. For instance, the reported kinetic constants \( v \) range from 10^{-1} to 10^{-4} ms^{-1} [15,16] for calcite, and from \( v \sim 10^{-3} \) to \( 10^{-2} \) ms^{-1} [17] for salt.

Let us consider the specific case of the experiments of Kohler et al. [7] with NaClO3. We obtain an upper bound for \( \ell_0 \) when using the smallest reported values for the kinetic constant \( v \sim 10^{-3} \) ms^{-1} [18], a large diffusion constant \( D \sim 10^{-6} m^2 s^{-1} \) (at saturation we rather expect \( D \sim 10^{-10} m^2 s^{-1} ) \) [7,19]) and a large thickness \( h \sim 100 \) nm, which is upper bound for the experimental setup of Kohler et al. [7]. This leads to \( \ell_0 \sim 3 \mu m \). Such a value of \( \ell_0 \) is small as compared to the crystal sizes used in Ref. [7] which were ranging from 10 \( \mu m \) to 100 \( \mu m \). Hence, we can safely assume that in those experiments the formation of the cavity was indeed within the diffusion-limited regime.

However, if we consider a less soluble material such as CaCO3, characterized by a much slower surface kinetics, the scenario could be different. Using again \( D \sim 10^{-9} m^2 s^{-1} \) and \( h \sim 100 \) nm and assuming the smallest kinetic constant reported \( v \sim 10^{-5} \) ms^{-1} [15], we obtain \( \ell_0 \sim 30 \mu m \). This value is comparable to the crystal sizes used in experiments [7,12].

3. Thin film model

3.1. Model equations

Following the same lines as in Ref. [13], the dynamics within the contact is described by a thin film model based on the small slope limit (also called the lubrication limit) [20]. Details about the derivation of these equations are reported in Appendix A. In the following, we only provide a heuristic discussion of the resulting equations.

The model assumes a rigid crystal, equal solid and liquid densities and the dilute limit. Rotations and translations along the plane of the substrate \( x \), \( y \) are not considered. The motion of the solid is restricted to translations along the \( z \) axis. Hence, the rigid body crystal velocity is \( \mathbf{u} = u_ z \hat{z} \), where \( \hat{z} \) is the unit vector along the \( z \) axis.

In the lubrication limit, the slopes are small, i.e., \( |\nabla \xi| \ll 1 \). As a consequence, the local growth rate is approximated by the rate along the \( z \) direction: \( \nu \approx \nu_z \). We focus on the case of an axisymmetric contact, while general equations in non-axisymmetric geometries are reported in Appendix A. In the axisymmetric geometry, Eqs. (1)-(2) read

\[
\frac{\partial \xi}{\partial t}(r, t) = -v_z(r, t) - u_z(t),
\]

\[
\frac{\partial}{\partial t} c(r, t) = c_{eq}(r, t) + \frac{v_z(r, t)}{\Omega v}.
\]

\[
\nu_z(r, t) = D \Omega \frac{1}{r} \frac{\partial}{\partial r} [r \delta \xi(r, t)],
\]

with \( D \) the diffusion constant, \( \Omega \) the molecular volume in the crystal and \( c \) the concentration at the liquid-crystal interface.

In the dilute limit, the local equilibrium concentration \( c_{eq} \) entering in Eq. (6) depends on the local chemical potential \( \Delta \mu \) via the thermodynamic relation

\[
c_{eq} = c_{eq} \exp \left[ \frac{\Delta \mu}{k_B T} \right] \approx c_0 \left( 1 + \frac{\Delta \mu}{k_B T} \right)
\]

where \( c_0 \) is the solubility, \( k_b \) the Boltzmann constant, \( T \) the temperature (assumed constant and homogeneous), and \( \Delta \mu \) is the chemical potential at the crystal-liquid interface. Following [7,13], we assume \( \Delta \mu / k_b T \ll 1 \) and we linearize the exponential in Eq. (8). Accounting for anisotropy and for the presence of a substrate [13,21,22], the chemical potential is composed of two contributions

\[
\frac{\Delta \mu}{\Omega} = \gamma \kappa - U' (\xi)
\]

The first term in Eq. (9) depends on the surface free-energy \( \gamma \). Since we assume an axisymmetric crystal, the surface free energy \( \gamma (\hat{\xi}) \) depends only on the angle \( \delta = \arctan \Delta \xi \). This term is proportional to the surface stiffness [23] \( \gamma = \gamma (0) + \gamma' (0) \). In addition, the local mean
curvature in cylindrical coordinates reads
\[ \kappa = \frac{\partial \nu_r}{r} + \frac{\partial \zeta}{r}. \]  
(10)

The second term in the right-hand-side of Eq. (9) accounts for disjoining pressure effects, where \( U(\zeta) \) is the interaction potential between the crystal and the substrate (i.e., the free energy cost per unit area for reducing the film thickness from a large value to its actual value \( \zeta \)).

Combining Eqs. (6)-(8) we obtain:
\[ v_c = \frac{1}{r} \left[ r \left( B \delta 3 \rho \delta (\nu_r - U(\zeta)) \right) + \frac{1}{r} \frac{\partial D}{\delta} \right] = \frac{1}{r} \frac{\partial D}{\delta} \nu_c, \]  
(11)

where \( B = \Omega^2 C_0 / (k_B T) \).

Finally, the force balance between an external force \( F_z \), viscous dissipation, and disjoining pressure provides an additional relations which allows one to determine \( u_c \) [13]
\[ u_c 2 \pi \int_0^R dr \int_0^R dr' \frac{6 \nu r'}{\zeta (r')} = F_z + 2 \pi \int_0^R dr rU'(\zeta). \]  
(12)

where \( \nu \) is the liquid viscosity.

The system Eqs. 5, 11, 12 provide a closed set of equations for the evolution of \( \zeta (r,t) \), and \( u_c (t) \).

3.2. Disjoining pressure and sedimentation force

The disjoining pressure \( U' \) is due to the interactions between surfaces immersed in liquid. This pressure is usually modeled by the DLVO theory [24,25]. However, additional short-range forces are often present, leading to a wide variety of possible dependences of the disjoining pressure on the thickness. Here, we consider two prototypical cases, both for the sake of clarity and to allow for direct comparison with our previous works [7,8].

The first potential is purely repulsive and is aimed to mimic the effect of protrusions of the substrate surface or particles located between the crystal and the substrate, that cannot be engulfed in the crystal. Due to these impurities, the crystals cannot approach the substrate to distances smaller than a minimal thickness \( h \). In the experiments of Ref. [7], \( h \) varied from 10 nm to 100 nm. In order to account for this minimal thickness, we choose a potential \( U(\zeta) \) that diverges when \( \zeta \to h \).
\[ U(\zeta) = \frac{A}{12 \pi \left( \frac{1}{\zeta^2} + \frac{2h}{3 \zeta^4} \right)}. \]  
(13)

where \( hD \) is a decay length and \( A \) a dimensionless interaction amplitude.

This repulsive potential is accompanied by a buoyancy sedimentation force \( F_z = F_z = \Delta \rho g (2R)^3 \), where \( g \) is the gravitational acceleration, and \( \Delta \rho \) is the solid–liquid density difference. Such a sedimentation force maintains the crystal in the vicinity of the substrate. In Ref. [7], the results of the model were shown to be insensitive to the numerical value of \( F_z \) and \( A \). Thus, irrespective of the nature of the material, we compute the gravitational force with the parameters corresponding NaClO3 and use \( \Delta = 10^{-2} \). We also use a small interaction range \( \tilde{A} = 10^{-2} \) to ensure a film thickness close to \( h \).

The second type of interaction potential accounts for smaller distances between the crystal and the substrate \( \zeta \ll 10 \) nm. At these distances, van der Waals attractive forces cannot be neglected [25]. We therefore combine a long-range van der Waals attraction \( \sim 1/\zeta^2 \) with a shorter range repulsion \( \sim 1/\zeta^4 \):
\[ U(\zeta) = \frac{A}{12 \pi} \left( \frac{1}{\zeta^2} + \frac{2h}{3 \zeta^4} \right). \]  
(14)

Note that in this case \( h \) corresponds to the position of the minimum of the potential well.

Since the energy cost for the formation of a surface at \( \zeta = h \) is lower than the energy cost far away from the substrate at \( \zeta \to \infty \), heterogeneous nucleation in the vicinity of the substrate is favored with the above potential. Hence, our study of growth with the attractive potential, Eq. (14), could describe the growth of a crystal on a substrate after heterogeneous nucleation. Furthermore, we expect gravitational effects to be small as compared to the van der Waals attraction at these scales. As a consequence, we will neglect the sedimentation force \( F_z \) when considering the potential Eq. (14).

3.3. Boundary conditions

We consider an integration domain (simulation box) of fixed radius \( R \). Outside the integration domain, we assume a constant concentration and a constant pressure. We thus assume a constant supersaturation at the boundary of the simulation box
\[ \sigma(R) = \sigma_{bc}, \]  
(15)

where \( \sigma_r = c(r)/c_0 - 1 \) with \( c_0 \) the solubility. In addition we fix the film width at the boundary of the integration domain
\[ \zeta(R) = \zeta_h. \]  
(16)

As discussed in our previous studies [7,8,13], the model results are insensitive to the choice of \( \zeta_h \), when this quantity is large enough to ensure vanishing disjoining forces at the boundary of the integration domain \( U'(\zeta_h) \approx 0 \).

3.4. Normalization of model equations

Eqs. (11) and (12) are solved in normalized units. We start defining a dimensionless repulsion strength \( \tilde{A} = A(\tilde{h}/h) \) for the repulsive interaction Eq. (13), and \( \tilde{A} = A(\Delta \tilde{h} h^2) \) for the attractive one Eq. (14). Moreover, the normalized film thickness and radial coordinate are defined as \( \tilde{\zeta} = \zeta/h \) and \( \tilde{r} = r/l \), where \( l = h/\lambda^{1/2} \). The normalized time variable is \( \tilde{t} = \tilde{t}/h^2 \). Other relevant dimensionless quantities are the normalized system size
\[ \tilde{R} = \frac{R}{l}, \]  
(17)

the normalized supersaturation
\[ \tilde{\sigma} = \frac{k_B T}{\Omega \tilde{h}} \sigma, \]  
(18)

the normalized force
\[ \tilde{F}_z = \frac{F_z}{\tilde{h}^4}, \]  
(19)

and the dimensionless vertical rigid body velocity of the crystal
\[ \tilde{u}_z = \frac{l^2}{h^2 \gamma} u_z. \]  
(20)

We also define the normalized viscosity
\[ \tilde{\eta} = \frac{B}{\tilde{h}^2 \eta}. \]  
(21)

Finally, a central dimensionless quantity is the normalized kinetic constant
\[ \tilde{g} = \frac{\tilde{l}^2}{\tilde{h} D \nu}. \]  
(22)

Since the aim of this paper is to focus on surface kinetics, we will vary \( \tilde{g} \) while the viscosity is kept small, \( \tilde{\eta} = 10^{-6} \). Larger viscosities are known to cause additional phenomena such as the hindering of cavity formation [8], but the cross effects of viscosity and surface kinetics are
In the case of an attractive potential, Eq. (14) and in the diffusion-limited regime, a perturbative analysis around a flat equilibrium profile (ζ = h) was performed in Ref. [8]. This analysis allows us to determine the steady-state profile of the film and crystal rigid body velocity \( u_c \) (growth rate). We have performed a similar analysis in the case where surface kinetics cannot be neglected. The details of the calculation, reported in Appendix B, predict a concave film profile which is in reasonable agreement with simulations (see Fig. 3c). This analysis also provides an expression for the steady-state growth rate:

\[
\frac{dL}{dt} \approx \frac{\Omega_0 \Delta \mu_{ff} - \Delta \mu_{ff}}{(6\nu + 1/2)h^2/(4hD) + \nu^{-1}},
\]

where \( \Delta \mu_{ff} \) is the equilibrium chemical potential. Since \( \Delta \mu_{ff} \approx 1/L \) (see Appendix B.1), this term can be neglected for large crystals.

As illustrated in Fig. 3a, simulations with an attractive interaction are in good agreement with Eq. (23). In Fig. 3b we also show that for a purely repulsive interaction, Eq. (23) can still grasp the qualitative variation of the growth rate as a function of the kinetic coefficient. However, this expression performs poorly quantitatively, especially in the limit of large kinetic coefficients where the growth rate is about 20% lower than the predicted value. One difficulty in the comparison of the repulsive case with Eq. (23) is the evaluation of the contact size \( L \). As a consequence, we use simulations for the repulsive case that are not far from the threshold for the formation of a cavity. This leads to a flatter film.

These results suggest novel strategies for the experimental measurement of the surface kinetics coefficient \( \nu \). Indeed, if the growth rate \( \mu_1 \) can be measured in experiments as a function of the contact size \( L \) during growth, then the length scale \( l_0 \) can be extracted from the crossover of \( \mu_1 \) from a constant for \( L < l_0 \) to a \( L^{-2} \) dependence for \( L > l_0 \). Then, provided that the distance \( h \) between the crystal and the substrate, and the diffusion coefficient are known, one could extract \( \nu \), the correlation length \( \xi \), and \( \Delta \mu_{ff} \). We hope that strategies based on this analysis can help to narrow down the quantitative estimates of surface kinetic coefficients, which have been identified as an open issue in the
recent literature [14,15,17].

4.2. Crystal growth shape in surface-limited kinetics

Here, we discuss the evolution of the global shape of the crystal, which results from the combination of growth within the contact and outside the contact region. A schematic of the system is presented in Fig. 4.

The expression of the quasistatic growth rate within the contact Eq. (23) determines the velocity at which the bulk of the crystal is moving away from the substrate during growth. We focus on the case of surface-limited kinetics outside the contact region. In the opposite case of diffusion-limited dynamics outside the contact, the determination of the growth rate outside the contact requires the assumption of a specific far-field geometry and the full 3D solution of the diffusion equation in this geometry. Such an analysis is beyond the scope of this paper. In addition, we assume that surface kinetics is isotropic.

With these assumptions, the growth rate outside the contact is expected to be constant

\[ u_0 = \gamma \Delta \theta \sigma, \]

with \( \sigma \) the bulk supersaturation outside the contact area. The growth

Fig. 3. Top panels: normalized growth rate \( \bar{u}_z \) in the absence of cavity as a function of the normalized kinetic constant \( \bar{v} \). Simulation results are indicated by filled black dots. The red empty dots and dashed lines report the prediction of Eq. (23) using the chemical potential \( \mu_{\Delta b} \) extracted from simulations. Simulation box: \( R = 40 \); normalized viscosity: \( \bar{\gamma} = 10^{-3} \). (a) Attractive interaction potential, Eq. (14). The same supersaturation \( \bar{\sigma}_{bc} = 0.2 \) at the edge of the simulation box is used for all simulations. The contact area increases with \( \bar{v} \); from \( L = 24.6 \) to \( L = 30 \). The supersaturation at \( \bar{L} \) decreases from \( \bar{\sigma}_i = 0.19 \) to 0.15. The equilibrium chemical potential \( \Delta \mu_{eq} \) is determined by the relation Eq. (B.3) (Appendix B). (b) Repulsive interaction, Eq. (13). Here \( \Delta \mu_{eq} = 0 \) and \( \sigma_{bc} \) is chosen close to the transition for each dot in order to obtain a roughly flat film width \( \approx h \). First dot on the left \( \bar{L} = 14.6 \), \( \bar{\sigma}_i = 0.48 \), last \( \bar{L} = 16.8 \) and \( \bar{\sigma}_i = 0.02 \). Bottom panels: Steady state crystal profiles (black solid line) as obtained by simulation. Fixed simulation parameters: \( R = 40 \), \( \bar{\sigma} = 10^{-3} \), and \( \bar{v} = 5 \times 10^{-3} \). (c) Attractive potential, Eq. (14). Red dashed line: analytic expression from linear perturbation analysis, Eq. (B.4). The contact size - measured from the criterion \( \bar{L} = \max [\bar{\theta}(\bar{r}, \bar{L})] - \bar{r} = 30.6 \) (boundary of the analytical curve). Supersaturation at the boundary of the simulation box: \( \bar{\sigma}_{bc} = 0.45 \). A cavity would be observed at a critical supersaturation \( \bar{\sigma}_{bc}^{cav} = 0.53 \). (d) Repulsive potential, Eq. (13). The supersaturation, \( \bar{\sigma}_{bc} = 0.17 \), is the critical one. The contact size is \( \bar{L} = 16 \). (For interpretation of the references to colour in this figure legend, the reader is referred to the web version of this article.)

Fig. 4. Sketch of an isotropic crystal growing in the vicinity of a substrate, for example after heterogeneous nucleation. The evolution of the shape can be determined via Eq. (24) before a cavity appears. Notations are given in the text.
rate $u_0$ provides the normal velocity of the surface in the referential moving with the bulk of the crystal. The Frank theorem [23,27] states that the asymptotic growth shape outside the contact is a portion of a sphere, with center $O$ and radius $R(t) = R_0 + u_0 t$.

Simultaneously, the shape of the crystal and the growth rate $u_c$ within the contact are assumed to relax toward the quasistatic steady-state described in the previous subsection, with the steady-state growth rate Eq. (23). The distance $H(t)$ between the center $O$ of the sphere and the substrate therefore obeys $H = |u_c| t$. In addition, the asymptotic contact size $L(t)$ obeys the relation $L^2 = R^2 - H^2$.

Combining the above relations and using Eq. (23) in the limit of a macroscopic crystal ($\Delta \Omega \approx 0$), we obtain an evolution equation for $H$

$$
\dot{H}(t) = \frac{u_0 i_0^2}{\left(\frac{3}{2} \theta_0^* + \frac{1}{4}\right)(R^2(t) - H^2(t)) + i_0^2},
$$

(24a)

$$
R(t) = R_0 + u_0 t.
$$

(24b)

As discussed in Appendix C, since $R_0(t \to \infty) \approx 1$ for large integration times, the distance $H$ will reach a finite value $H_m$ as $t \to \infty$:

$$
H_m \approx l_i E\text{rf}\left[\frac{H_0}{2i} + \frac{2}{\sqrt{\pi t}} H_0 - \frac{1}{2}\right]
\right]
$$

(25)

where

$$
l_i = \frac{i_0}{\left(\frac{3}{2} \theta_0^* + \frac{1}{4}\right)^{1/2}}.
$$

(26)

The fact that $H_m$ is finite is one of the central results of this paper. In the case of heterogeneous nucleation, the initial shape of the crystal is an equilibrium shape at the critical radius $R_c$. As a consequence, $R_0 = R_c$ and $H_0 = -R_c \cos(\theta_0^*)$ where $\theta_0^*$ is the equilibrium contact angle. During the dynamics, the contact angle reads

$$
\theta_d = \pi - \arctan\left(\frac{R^2}{H^2} - 1\right)^{1/2}.
$$

(27)

Since $H_m$ is finite and $R$ diverges at long times, we have $R/\dot{H} \to 0$ as $t \to \infty$. It follows that the asymptotic contact angle does not depend on the details of the dynamics and always converges to the same value $\theta_d \to \pi/2$.

As a summary, the combination of the growth velocities outside and inside the contact leads to a generalization of the Frank construction for the asymptotic growth shape [23,27] which accounts for the growth in the contact with the substrate. Since the growth rate $u_c$ in the contact vanishes for large crystals, the asymptotic contact angle is $\theta_d \to \pi/2$. These results are straightforwardly generalized for anisotropic surface-limited growth outside the contact. Since $H_m$ is finite, the asymptotic Frank shape will always be half of the free asymptotic shape, i.e. the Frank shape truncated by a plane passing through its center.

However, this description, valid for a flat crystal, will break down if a cavity appears in the contact. Below, we discuss the conditions under which a cavity will form.

5. Cavity formation with surface kinetics

5.1. Previous results

To our knowledge, the first theoretical work to discuss the formation of a cavity in the contact is the seminal work of Weyl [28]. However, this work focuses on the case where an external load is present. In contrast, experiments and simulations [7,8] have recently shown that a cavity appears in the contact region when the size of the crystal or the supersaturation exceed a critical value, in the absence of any loading force. In the diffusion-limited case where surface kinetics is fast enough, the condition for the formation of a cavity was found to be [7,8]

$$
|u_c| > |u_c^{\text{crit}}| = \frac{|\Delta \Omega| \sigma_c^{\text{crit}}}{\alpha_c^{\text{crit}}/(4 \pi D_{\text{eff}})}.
$$

(28)

where the index $cav$ indicates critical values at the threshold of cavity formation and $\alpha$ is a phenomenological constant. Based on this relation, a morphology diagram can be obtained by plotting the physical growth conditions in the plane $(\Re, \Delta \Omega)/(\alpha_c^{\text{crit}})$. In this plane, the transition line is a straight line of slope one passing through the origin. Points above this line correspond to physical situations without cavity, and points below the line correspond to situations with a cavity.

We wish to extend this discussion to the case where surface kinetics is slow. To our knowledge, the only discussion of the effect of surface kinetics on cavity formation is Ref. [11]. This study suggests but does not observe directly that rims should not form for crystal sizes comparable to $l_0$.

5.2. Heuristic derivation of the onset of cavity formation

In this section, we reproduce the derivation of the criterion of Eq. (28) for cavity formation reported in Ref. [7], and include in addition the effect of surface kinetics.

We start with a local mass balance in the film. Neglecting the advection of the concentration and considering a typical film width $h$, one has

$$
2\pi rh \dot{u}_c(r) = \pi r^2 \dot{\rho}_c,
$$

(29)

where $\dot{\rho}_c(r) = D \partial_r c$ is the diffusion flux in the liquid film and $\dot{\rho}_c = \dot{\rho}_c(1/\Omega)$ is the mass flux entering the crystal. From the above relation, we find the concentration profile in the film

$$
c(r) = c_0 - \frac{\mu_c}{4 \pi D_c \Omega} \left(\frac{L^2}{r^2} - 1\right).
$$

(30)

where $c(1) = c_0$ is the concentration at the edge of the contact radius. In particular we obtain an expression for the supersaturation in the center of the contact

$$
\sigma(0) = c_0 - \frac{\mu_c L^2}{4 \pi D_c \Omega}.
$$

(31)

Let us define the thickness in the center of the contact $\zeta = \zeta(\xi = 0)$. The presence of a cavity implies $U'(\zeta) \approx 0$ because the depth $\zeta$ of the cavity should increase beyond the range of the disjoining pressure and $\kappa(\xi = 0) < 0$ since the cavity is concave. As a consequence, we expect from Eq. (7) that $\Delta \mu(\xi = 0) < 0$ in the presence of a cavity. However, before the formation of the cavity, the interface is approximately flat $\kappa(\xi = 0) = 0$ and $U'(\zeta) > 0$ at least for repulsive interactions, leading to $\Delta \mu(\xi) > 0$. As a consequence, we use the condition of change of sign of the chemical potential as an estimate of the threshold for the formation of a cavity, $\Delta \mu^{\text{cav}}(r = 0) = 0$.

From Eqs. (6), (8) and (9), we express the interfacial chemical potential as

$$
\Delta \mu(r) = k_B T \left( -\frac{\partial \mu_c}{\Omega} + \sigma(r) \right).
$$

(32)

In steady-state, where $v_c = -u_c$ (Eq. (5)), therefore the condition $\Delta \mu^{\text{cav}}(0) = 0$ provides a relation between the rigid body velocity of the crystal and the supersaturation in the center:

$$
\sigma(0) = \Delta \mu^{\text{cav}}(0) \Omega c_0.
$$

(33)

Combining Eq. (33) with the supersaturation profile deduced from mass conservation Eq. (31), we obtain a generalized transition criterion:

$$
|u_c^{\text{cav}}| > \frac{\Delta \mu^{\text{cav}}}{\Delta \mu^{\text{crit}}}/(4 \pi D_c) + v^2.
$$

(34)

We have included the phenomenological constant $\alpha \approx 0.6$ to obtain quantitative agreement between this relation and the observations in simulations with fast surface kinetics [7,8].
5.3. Numerical evaluation of the location of the transition

As a first remark, simulations indicate that surface kinetics does not alter the continuous or discontinuous nature of the transition. Indeed, the cavity still appears smoothly and continuously in the repulsive case, Eq. (13), whilst a discontinuous transition with hysteresis is observed when considering the attractive interaction, Eq. (14). We thus apply similar procedures as those described in Refs. [7,8] to characterize the transition.

We start by plotting the evolution of the steady-state film width at the center of the contact $\zeta$ (see, e.g., Fig. 2) as a function of the supersaturation at the boundary of the simulation box $\sigma_b$. In the case of a repulsive potential, the transition is continuous, i.e., $\zeta$ varies smoothly and does not exhibit any jump when varying the supersaturation. The critical threshold value $\sigma_b^{\text{crit}}$ is then estimated from the intersection of two linear fits: one corresponding to the flat growth regime below the transition, where $\zeta_b$ is weakly affected by $\sigma_b$, and another one above the transition, where $\zeta_b$ increases linearly with $\sigma_b$. However, in the case of an attractive potential, the transition is discontinuous and exhibits hysteresis [8]. In this case, the critical supersaturation $\sigma_b^{\text{crit}}$ is obtained from the direct observation of a sharp jump in the value of $\zeta_b$ when varying the supersaturation $\sigma_b$. Since the transition shows hysteresis as in the diffusion-limited case, the “forward” transition obtained when increasing the supersaturation of an initial flat profile, and “backward” transition observed by decreasing $\sigma_b$ when starting with a profile already presenting a cavity are different.

Once the critical supersaturation $\sigma_b^{\text{crit}}$ at the boundary of the simulation box is obtained, a simulation at $\sigma_b^{\text{crit}}$ is performed. Then, the critical contact radius $L^{\text{crit}}$ is calculated by the method discussed in Sections 3.5 and D. The corresponding supersaturation $\sigma_{cav}^{\text{crit}} = \sigma(L^{\text{crit}})$ is finally obtained using Eq. (6).

5.4. Data collapse with surface kinetics

In Fig. 5 we show simulation results where $L^{\text{crit}}$ and $\sigma_{cav}^{\text{crit}}$ are extracted by the procedure discussed above. The data are reported in normalized units for a large span of values of the surface kinetic constant, from $\vartheta = 10^{-3}$ to $\vartheta = 10^2$. For the attractive case, we distinguish the results for the two different branches of the hysteresis loop (forward and backward). We also report previous results in the fast attachment regime.

In Fig. 5a, we show the transition points in the plane defined by the left-hand side and right-hand side of Eq. (28). This representation, denoted as a morphology diagram and previously introduced by Ref. [7,8], is expected to lead to data collapse in the diffusion-limited regime. Indeed, the simulation results collapse on the same line in the limit of fast attachment kinetics. However, there is clearly no collapse when varying the surface kinetic coefficient $\vartheta$. Furthermore, the location of the transition depends on the functional form of the interaction. In contrast, all transition points are shown to collapse on the same line in Fig. 5b when using the plane coordinates defined by the left-hand-side and the right-hand-side of Eq. (34). As expected, this line is straight, passes through the origin, and its slope is one.

When varying physical parameters, we expect that the system will be located in the zone above the transition line when there is no cavity, and in the zone below the transition line in the presence of a cavity. In Fig. 6, we have reported the trajectory of simulations with a fixed simulation box $R$ when the supersaturation $\sigma_b$ at the edge of the box is varied. For each point, the contact size $L$ and the supersaturation at the edge of the contact $\sigma_b$ are measured. While the transition line is clearly crossed in the diffusion-limited regime ($\vartheta \gg 1$) as seen in Fig. 6a, the trajectory of the system in the regime limited by surface kinetics ($\vartheta \ll 1$, Fig. 6b) is actually along the transition line.

This result can be traced back to the fact that the growth rate is constant in the surface-kinetics dominated regime, $\mu_L \approx \Omega \nu_0 \sigma_b$, with $\sigma_b \approx \sigma_0$. This relation is independent of the morphology and is therefore valid on both sides of the transition point.

In addition, the striking similarities between Eqs. (34) and (23) suggests that the departure from the transition line in the flat regime could be mainly controlled by finite size effects or by viscosity effects, respectively via the terms proportional to $\Delta \mu_{\text{mis}} \sim L^{-1}$ and $\eta$. As a consequence, even in the diffusion-limited regime, the departure from the transition line on the upper side, for a flat contact, should be small for small viscosities and for large crystals. However, when a cavity appears, Eq. (23) ceases to be valid, and arbitrary departures from the transition line are possible below the transition line in the diffusion-limited regime.

As a summary, the departure from the transition line is small in the surface-kinetics limited regime. In the diffusion-limited regime, departure from the transition line from above (flat contact) are restricted to small crystals or large viscosities. However, deviations from below, i.e. in the presence of a cavity, are possible.
5.5. Transition in the \((L, \sigma)\) plane

In growth experiments, such as those of Ref. [7], the control parameters are expected to be the contact size \(L\) and the supersaturation \(\sigma\). In Fig. 7, we have reported the transition points in the \((L, \sigma)\) plane for attractive and repulsive interactions and for various values of the kinetic coefficient \(\nu\).

When the interaction is attractive, the perturbative analysis presented in Sections 4 and B indicates that the crystal exhibit a concave parabolic profile, associated with an increase of the film width \(\zeta_0\) at the center of the contact before the formation of the cavity. Following the same lines as in Ref. [13], the onset of cavity formation can be associated with the condition that \(\zeta_0\) becomes large enough for the crystal profile at the center to reach the regime of spinodal instability where \(U''(\zeta_0) < 0\). The instability criterion is therefore \(\zeta_0 = \zeta_0^{\text{cav}}\), with \(U''(\zeta_0^{\text{cav}}) = 0\). In the limit of vanishing viscosity \(\eta \to 0\), we find

\[
\sigma_b^{\text{cav}} = \frac{\nu}{k_B T} \left(1 + \frac{4 \zeta_0'^2}{U''(\zeta_0)}\right) \frac{1}{4 \zeta_0'^2} 2 \sigma B \Delta U(h)^{1/2}.
\]

(35)

where \(l_\text{eq} = (\gamma / U''(h))^{1/2}\), and \(U''(\zeta_0^{\text{cav}}) = U''(\zeta_0^{\text{cav}})\). The details of the derivation of Eq. (35) are reported in Appendix B.2. Using Eq. (14), we find \(U''(\zeta_0^{\text{cav}}) = (A/h) U''(\zeta_0^{\text{cav}})\), with \(U''(\zeta_0^{\text{cav}}) = 9/(2\pi) \approx 5.6 \times 10^{-1}\). In the limit of large contacts, Eq. (35) indicates that \(\sigma_b^{\text{cav}}(L \to \infty) = (k_B T / \nu) U''(\zeta_0^{\text{cav}})\). Using the measured asymptotic value \(\sigma_b^{\text{cav}}\) in simulations with large \(L\), we obtain \(U''(\zeta_0^{\text{cav}}) = (\Omega / k_B T) \approx 6.4 \times 10^{-3}\), in fair agreement with the expected value. The prediction obtained from Eq. (35) with the latter value of \(U''(\zeta_0^{\text{cav}})\) is shown in Fig. 7a for two different kinetic coefficients \(\nu\). The agreement between Eq. (35) and Fig. 7a suggests that the critical supersaturation decays to its asymptotic value as \(\sigma_b^{\text{cav}}(L) \sim \zeta_0^{\text{cav}} \sim L^{-1}\) in the diffusion-limited regime \((L \gg l_\text{eq})\), whilst this difference is \(\sim L^{-2}\) for slow surface kinetics \((L \ll l_\text{eq})\). However, the accuracy of our simulations and the uncertainty on the asymptotic value does not allow us to check these exponents quantitatively. Finally, simulation results...
suggest a qualitatively similar behavior for the backward transition, with a different asymptotic value $\sigma_m$.

In the case where the interaction is repulsive, no analytical prediction is available. As shown by Fig. 7b, simulations suggest important differences with the scenario predicted by Eq. (35). First, a vanishing critical supersaturation for cavity formation is obtained for large crystals $L \rightarrow \infty$. This is consistent with our previous results [7], and can be understood intuitively from the absence of trapping of the interface in a potential well when the interaction is repulsive. In addition, the decay of the critical supersaturation can be fitted with power-laws (dashed lines in Fig. 7b). We find $\sigma_{\text{cav}}^{(0)} \sim L^{-2}$ in the diffusion driven regime (black dots) and $\sigma_{\text{cav}}^{(0)} \sim L^{-4}$ for the regime dominated by surface kinetics (red and blue dots).

As a summary, discarding physical prefactors, we find

$$\sigma_{\text{cav}}^{(0)} - \sigma_m \sim L^{-2},$$

(A.3)

where $\beta$ and $\sigma_m$ are listed in Table 1.

6. Conclusions

In conclusion, we have studied the influence of surface kinetics on the growth of a crystal in the vicinity of a flat substrate. Surface kinetics affects the growth rate within the contact region: we found a novel regime for contact sizes smaller than $l_f = (Dh/\eta)^{1/2}$, where the growth rate is independent of the contact size. The experimental observation of such a crossover would allow one to gain novel quantitative insights on the value of the kinetic constant. Ultimately, the total displacement of the crystal bulk due to growth within the contact is always finite. Furthermore, slow surface kinetics does not prevent the formation of a cavity, and the subsequent formation of a rim. However, the straightforward generalization of the condition for the formation of a cavity obtained in Ref. [7] appears to be uninformative in the limit of slow surface kinetics. Instead, we formulate this condition in terms of a critical supersaturation above which the cavity forms. This critical supersaturation is found to be larger for slower surface kinetics, and to decrease as a power-law of the contact size.
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Appendix A. Model derivation

The derivation of the thin film equation in the presence of slow surface kinetics follows the same lines as in Ref. [13]. Here, we summarize the main steps of the derivation and point out the technical differences that result from the assumption of slow surface kinetics.

A schematic of the system is presented in Fig. 1. We assume a crystal growing (or dissolving) in a liquid solution and in the vicinity of a substrate.

The surface of the substrate is flat and parallel to the $(x, y)$ plane. The substrate is homogeneous, immobile, impermeable and inert. We consider a rigid crystal – i.e. neglect elastic effects –, with equal and constant densities in the liquid and the crystal $\rho_c = \rho_l$. A disjoining pressure $U'(z)$ acts between the crystal surface and the substrate [25] where $z(x, y, t)$ is the local thickness of the film along the $z$ axis. The disjoining pressure is the derivative of the interaction potential $U(z)$. The velocity of the bulk of the crystal along the $z$ direction is $u_z$. We neglect lateral motion of the crystal $u_y = 0$. Here and in the following, the subscript $y$ indicates the projection of a vector field along the substrate plane.

The derivation of the thin film model is based on a small slope expansion (also called the lubrication limit) [20]. This expansion procedure exploits a disparity of scale in the liquid film, namely that the length scale $\ell$ associated to variations of the film thickness and of the concentration in the $(x, y)$ plane are much larger than the film thickness $\sim h$. We thus identify a small parameter $\epsilon = h/\ell$. Spatial coordinates are rescaled as $x \sim \tilde{x} \sim \ell/h$, and $z \sim h$. Furthermore, assuming that the typical liquid velocity parallel to the substrate is of order one we also consistently choose the pressure $p \sim 1/\epsilon$, and time $t \sim 1/\epsilon$. We also assume $c \sim O(1)$. To leading order in the expansion, the pressure $p$ and the solute concentration $c$ in the liquid do not depend on $z$ [20].

Let us recall the main relations in the lubrication limit as obtained in Ref. [13]. First, to leading order, the liquid flow is a Poiseuille flow in the $(x, y)$ plane. The total flow between the substrate and the crystal is proportional to the gradient of pressure $\sim (\tilde{z}^3/12\eta)\nabla y P$, where $\eta$ is the viscosity of the liquid. Then, as a consequence of the conservation of the total mass, the rigid motion of the crystal $u_z$ is a source term for the liquid flow in the film

$$u_z = -V_y \left[ \frac{\tilde{z}^3}{12\eta} \nabla y P \right].$$

(A.1)

Second, the conservation of crystal units reads

$$\frac{V_c}{\Omega} + \frac{\partial_t}{\Omega} \left[ \frac{\tilde{z}^3 c}{12\eta} \nabla y P \right] = \nabla y \left[ \nabla V_y c \right].$$

(A.2)

with $\Omega$ the crystal molecular volume and $D$ the diffusion constant (assumed independent of the concentration). Finally, the global force balance on the crystal depends on the contact region and reads [13]

$$F_z = \int_{\text{contact}} dA \left[ p - p_{\text{sat}} + U'(\tilde{z}) \right].$$

(A.3)

where $F_z$ is an external force acting on the crystal, and $dA = dx dy$ and $p_{\text{sat}}$ is a constant liquid pressure outside the contact zone.

The link between the growth rate and the supersaturation in the liquid in physical systems depends on the subjacent microscopic structure of the crystal surface [23,29]. Here, we assume a linear kinetic law, so that the crystallization rate reads
\[ v_n - \mathbf{\hat{h}} \mathbf{u} = CV(c - c_{eq}), \]  

(A.4)

where \( v_n \) is the normal velocity of the crystal interface, \( \nu \) a kinetic constant and \( c_{eq} \) the local equilibrium concentration at the liquid–crystal interface. This relation results from the combination of Eqs. (1) and (2) in the main text. To leading order in \( \epsilon \) Eq. (A.4) reads \[13\]

\[ v_c = CV(c - c_{eq}), \]  

(A.5)

where \( v_c = O(\epsilon) \) is the local growth rate along \( z \) (surface velocity in the reference frame of the crystal),

\[ v_c = -\frac{q}{r} \Delta \zeta - u_c. \]  

(A.6)

In Refs. \[7,8,13\] the kinetic constant was assumed \( \nu \sim O(1) \) in the lubrication expansion. Since \( c \sim O(1) \), this led to a fast local equilibration of the concentration: \( c = c_{eq} \). In contrast, we assume the kinetic constant to be small: \( \nu = O(\epsilon) \). As a consequence, all terms in Eq. (A.5) are of the same order, and

\[ c = c_{eq} + \frac{v_c}{\Omega} \]  

(A.7)

which is identical to Eq. (6) in the main text. The assumption \( \nu = O(\epsilon) \), and the resulting Eq. (6) are the main difference between the present study and Refs. \[7,8,13\].

Finally, following the same lines as in Ref. \[13\], we consider the dilute limit \( \Omega c \ll 1 \) in axisymmetric geometries. This leads to the equations presented in the main text in Section 3.1.

**Appendix B. Perturbation to equilibrium for an attractive interaction**

Let us consider steady-state solutions of Eq. (11). Since in steady state \( \partial \zeta = 0 \), we have \( v_c = -u_c \) where \( u_c \) is a constant, and

\[ 0 = B \frac{1}{r} \left[ r \frac{\partial}{\partial r} \left( \bar{r} \partial_r \zeta + \frac{\bar{r}}{r} \frac{\partial}{\partial \zeta} \bar{r} \zeta - U' (\zeta) \right) \right] + u_c, \]  

(B.1)

with \( B = \Omega c_0 D/(k_B T) \). This steady-state equation is identical to that of the diffusion-dominated regime presented in Ref. \[8\]. Because of this analogy with the diffusion-dominated scenario, the perturbation analysis follows the same steps as in Ref. \[8\], and in the following we only briefly recall the main steps of the derivation.

We consider the case of an attractive crystal-substrate interaction and consider a crystal below the transition, i.e., without a cavity. Below the transition, we expect a small departure from equilibrium so that we seek solutions of the steady-state problem: \( \zeta (r) = \zeta_{eq} (r) + \zeta' (r) \). Given the attractive interaction, we assume the equilibrium profile to be flat in the contact region, \( \zeta_{eq} (r) = h \) with \( h \) a constant representing the minimum of the interaction, \( U' (h) = 0 \).

The equilibrium solution is a particular solution of Eq. (B.1) with \( u_c = 0 \) which obeys

\[ \frac{\Delta \mu_{eq}}{\Omega} = \bar{r} \frac{\partial}{\partial \zeta} \zeta_{eq} + \bar{r} \frac{\partial}{\partial \zeta} \zeta_{eq} - U' (\zeta_{eq}), \]  

(B.2)

where \( \Delta \mu_{eq} \) is the constant equilibrium chemical potential. Integrating the above relation and using the fact that \( \zeta_{eq} \approx h \) in the center of the contact, the equilibrium chemical potential is given by \[8\]

\[ \Delta \mu_{eq} \approx \frac{2 \Omega}{L} \sqrt{2} \Delta U, \]  

(B.3)

with \( \Delta U = U_c - U (h) \) and \( U_c \approx 0 \) is the constant value of the interaction potential far from the substrate. By convention, we use \( U_c = 0 \). As a remark, this equation can be re-written as \( \Delta \mu_{eq} \approx \partial \zeta \sim \Delta \Delta U \), where \( \partial \zeta \approx \sqrt{2} \Delta U \) is the equilibrium contact angle.

We now proceed by expanding Eq. (B.1) to linear order in \( \Delta \zeta = \zeta (r) - h \) for \( u_c \neq 0 \). Integrating and using Eq. (B.3), we find:

\[ \Delta \zeta = \frac{u_c}{4 B h U' (h)} \left( r^2 - L^2 + \frac{4 \bar{r}}{U'' (h)} \right) \frac{\Delta \mu_{\zeta} - \Delta \mu_{eq}}{\Omega U'' (h)}, \]  

(B.4)

where we have defined the chemical potential at the edge of the contact radius \( L \) as \( \Delta \mu_{\zeta} = \Delta \mu (L) \). This expression shows satisfactory agreement with numerical results as illustrated in Fig. 3c.

**B.1. Lifting velocity before the transition**

Expanding the force balance equation Eq. (12) to linear order in \( \Delta \zeta \), and using Eq. (B.4), we obtain

\[ u_c = \frac{-4 B h \left( \Delta \mu_{\zeta} - \Delta \mu_{eq} \right)}{\partial \zeta \sim \Delta \Delta U / (2 L^2 \Omega)}, \]  

(B.5)

From the relation between chemical potential, supersaturation and local growth rate, Eqs. (6), (8) and (9), together with the steady state condition \( v_c = -u_c \), we have:

\[ \Delta \mu (L) = \Delta \mu_{\zeta} = k_B T \left( \phi_0 + \frac{u_c}{\Omega c_0} \right). \]  

(B.6)

Inserting this expression in Eq. (B.5) and neglecting the term of order \( 1/L^2 \), we finally obtain Eq. (23) in the main text. Note that, as already observed in the derivation of the generalized morphology diagram (Section 5.2), the relation between \( \Delta \mu \) and \( \sigma \), Eq. (B.6), is the sole difference.
between Eq. (B.5) and the expression reported in Ref. [8].

B.2. Critical supersaturation

Following the same lines as in Ref. [8], we consider that a cavity appears when
\[ \zeta > \zeta_cav \]
where \( \zeta_cav = \zeta_0(\tau = 0) \), and \( \zeta_cav \) is the thickness above which a flat film undergoes a spinodal instability. By definition of the spinodal instability, \( \zeta_cav \) corresponds to the inflection point of the potential \( U''(\zeta_cav) = 0 \).

Computing Eq. (B.4) in \( r = 0 \) we have
\[ \Delta \mu_{b, cav} - \Delta \mu_{eq} = \Omega U_{cav}' \left[ \frac{12\eta + 1}{1 - 12\eta} \right] \left\{ \frac{L^2 - \frac{\eta'}{U'(0)}}{(1 - 12\eta)L^2} \right\}, \]

(B.7)

where \( U_{cav}' = \delta_{cav} U'(h) \). The latter expression of \( U_{cav}' \) is the linear term of an expansion of the disjoining pressure \( U'(\zeta_{cav}) \) for small \( \delta \zeta_{cav} \). Instead of using this linear term only, we choose to use the full nonlinear expression of the disjoining pressure \( U'(\zeta_{cav}) \). This minor reformulation – which was not performed in Ref. [8] – allows one to reach better quantitative accuracy, as discussed in the main text.

Using Eqs. (B.5) and (B.6), we finally rewrite Eq. (B.7) as:
\[ \Delta \mu_{b, cav} - \Delta \mu_{eq} = \Omega U_{cav}' \left[ \frac{12\eta + 1}{1 - 12\eta} \right] \left\{ \frac{L^2 - \frac{\eta'}{U'(0)}}{(1 - 12\eta)L^2} \right\}, \]

(B.8)

Appendix C. Lifting dynamics of a crystal on a substrate in the absence of gravity

In Section 4, we obtained a relation for the evolution of the height \( H(t) \) of the center of an isotropic crystal growing in the vicinity of a flat substrate:
\[ \frac{dH}{dt} = \frac{u_0 l_0^2}{(-\frac{\zeta'}{\eta} + \frac{1}{2})(R(t)^2 - H(t)^2) + l_0^2}, \]

(C.1)

with \( u_0 = \nu \Omega_{c0} \sigma \) the velocity of the free surface away from the contact region in the macroscopic limit (vanishing curvature) and \( R(t) = R_0 + u_0 t \),

(C.2)

is the radius of the crystal. The initial conditions are \( R(t = 0) = R_0 \) and \( H(t = 0) = H_0 \). A schematic of the system is shown in Fig. 4.

Using Eq. (C.2), we may rewrite Eq. (C.1) as
\[ \frac{dH}{dt} = \frac{l_0^2}{(-\frac{\zeta'}{\eta} + \frac{1}{2})(R^2 - h^2) + l_0^2}, \]

(C.3)

We then perform a change of variable
\[ R = \left( \frac{3}{2} \frac{\zeta'}{\eta} + \frac{1}{2} \right) \frac{1}{l_0^2} H \]

(C.4a)

\[ \frac{dR}{\Delta H} = \frac{R^2 - H^2 + 1}{R^2 - h^2 + 1}. \]

(C.5)

Using the condition \( R \to \infty \) when \( t \to \infty \), and defining \( \Delta H \) as the asymptotic value of \( \Delta H \) at long times, the solution of the above equation reads
\[ R = H + \frac{2}{\sqrt{R}} \text{Erfi}[\Delta H] - \text{Erfi}[\Delta H]. \]

(C.6)

We used the imaginary error function defined as
\[ \text{Erfi}[z] = \frac{\text{Erfi}[iz]}{i} = \frac{2}{\sqrt{i}} \int_0^z e^{-i(x^2)} dx, \]

(C.7)

which obeys
\[ \lim_{z \to 0} \text{Erfi}[z] = 0, \]

(C.8)

\[ \lim_{z \to \infty} \text{Erfi}[z] = \frac{e^{z^2}}{\sqrt{\pi} z}. \]

(C.9)
Since at \( t = 0 \), we have \( R = R_0 \) and \( H = H_0 \) with \( H_0 > 0 \), Eq. (C.6) at \( t = 0 \) reads

\[
\mathcal{H}_\infty = \text{Erfi}^{-1}\left[ \text{Erfi}[H_0] + \frac{2}{\sqrt{H_0}} e^{H_0} \right].
\]

(C.10)

Let us now reformulate the result in terms of the initial contact angle. We denote the initial angle between the height and the radius of the crystal (see Fig. 4) as \( \theta(t = 0) = \theta_0^\text{eq} \). In the special case of growth after heterogeneous nucleation, this angle is the equilibrium one, \( \theta_\text{eq}^\text{eq} = \pi - \theta_0^\text{eq} \), with \( \theta_0^\text{eq} \) the equilibrium contact angle. We then have

\[
H_0 = \frac{R_0}{\cos(\theta_0^\text{eq})}.
\]

(C.11)

Assuming in addition that \( H_0 \ll l_0 \) (i.e. \( H_0 \ll 1 \)), we obtain

\[
\mathcal{H}_\infty \approx \text{Erfi}^{-1}\left[ \frac{-2\cos(\theta_0^\text{eq})}{\sqrt{H_0}(1 + \cos(\theta_0^\text{eq}))} \right].
\]

(C.12)

Appendix D. Contact radius determination

In our previous studies [7,8], the contact radius, \( L \), was determined at the transition point using ad hoc definitions which depend on the type of interaction considered. We chose \( \zeta(L) = \hat{h} + 2\hat{h} \) for the repulsive interaction Eq. (13), and \( \zeta(L) = \hat{h} + 0.001 \) for the attractive case Eq. (14) [7,8]. These definitions proved to provide results that are robust with respect to variations of the thickness \( \zeta_{bc} \) of the liquid film at the boundary of the simulation box. However, we would like a more intuitive definition, which would be valid both for the repulsive and the attractive cases. We therefore propose that the contact radius is given by the position of the maximum of the derivative of the 1D curvature of the crystal profile, \( \kappa_{1D} = \frac{\partial}{\partial \zeta} \zeta \), \( L = \max_{r} \left| \kappa_{1D} \right| \). The position of the edge of the contact is shown in Fig. D.8 for both attractive and repulsive disjoining pressures. In the

Fig. D.8. Top panel: 1D and 2D curvatures as a function of the radius for a repulsive (red and orange) and an attractive (blue and light-blue) interaction. Bottom panel: corresponding steady-state profiles (below the transition) along the radial coordinate \( r \). The attractive case is produced considering a forward transition (the profile is flat at the beginning of the integration). Attractive potential: \( \tilde{\sigma}_{bc} = 0.15 \) (\( \tilde{\sigma}_{cav} \approx 0.34 \)). Repulsive potential: \( \tilde{\sigma}_{bc} = 0.105 \) (\( \tilde{\sigma}_{cav} \approx 0.13 \)). Vertical lines indicate the position of the maximum of the derivative of the 1D curvature, \( T = \max_{r} \left| \kappa_{1D}(r) \right| \). For the attractive potential \( T = 18.4 \), for the repulsive potential \( T = 10.8 \). Size of the simulation box \( R = 30 \), kinetic constant \( \nu = 100 \).
figure, we also show that the 1D and 2D curvatures behave in a similar fashion. We therefore chose the simplest condition based on the 1D curvature.

This definition can be understood intuitively at equilibrium, where the chemical potential $\Delta \mu_{eq}$ is a constant. We then have from Eq. (9)

$$\gamma \kappa = \frac{\Delta \mu_{eq}}{\Omega} + U'(\zeta).$$

(D.1)

Hence, $\kappa$ is proportional to $U'(\zeta)$ up to an additive constant. Since the profile is roughly flat in the center, we have $\kappa (r = 0) \sim 0$, for both the repulsive and the attractive cases.

For the purely repulsive interaction, as we move away from the center of the contact by increasing $r$, and $\zeta$ increases to infinity, $U'(\zeta)$ increases from negative values to zero. Thus we expect a monotonous increase of the curvature with the distance from the center, with a maximum increase located near the edge of the contact where the potential $U$ varies quickly.

In contrast, for the attractive case, we expect an initial increase of $U'$ when increasing $\zeta$, followed by a long-range decrease of $U'$ for larger $\zeta$. As a consequence, we expect the maximum of the derivative of the curvature to be reached for $\zeta$ in the edge of the contact (and smaller than the value for which $U'(\zeta) = 0$, which corresponds to a cancellation of $\delta x_D$ and to the maximum of $x_D$).

Finally, we observe in Fig. D.8 that a qualitatively similar behavior of the curvature is maintained away from equilibrium. Therefore, we use the same definition as a signature of the edge of the contact region in non-equilibrium situations.
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